Cross-validation of measured and modeled head-related transfer functions
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Abstract
In the current study, we present full-spherical high resolution head-related transfer function (HRTF) datasets of the head and torso simulator FABIAN including data for multiple head-above-torso orientations within a typical horizontal rotation range of ±50 degrees. While the first dataset was measured acoustically using sequential swept sines, the second one was modeled numerically using the boundary-element method accelerated with the fast-multipole method (FMM-BEM). Comparison of magnitude spectra revealed a good agreement at mid and high frequencies, but increasing differences at frequencies below 200 Hz which could be attributed to the limited frequency range of the measurement loudspeaker. Additionally, an analysis of times of arrival (TOA) revealed differences which were presumably caused by mechanical inaccuracies of the physical measurement setup. Consequently, by using the modeled data as a reference, we corrected TOAs by fractionally delaying, and extrapolated the low frequency range.

Introduction
Virtual acoustical environments may be created through reproduction of measured or modeled binaural signals using headphones or cross-talk compensated loudspeaker setups – a method which is called binaural synthesis [1]. It was shown that a plausible acoustical simulation – i.e., “a simulation in agreement with the listener’s expectation towards a corresponding real event” [2, p. 804] – may be achieved already with non-individual dynamic binaural synthesis. In this case, head rotations of the listener are accounted for by real time exchange of binaural transfer functions which were measured using a dummy head. When using individual transfer functions and less critical audio contents such as speech, simulations can be authentic – i.e., indistinguishable from a given reference [3].

The potentially high degree of realism and the technical simplicity of binaural synthesis suggest its usage as a reference when benchmarking other approaches of spatial audio reproduction such as loudspeaker array based methods [4] or room acoustic simulation [5]. This in turn implies that in order to allow for a reliable comparison between measured and modeled binaural simulations, the acquisition of binaural transfer functions (binaural room impulse responses – BRIRs, HRTFs) needs to be thoroughly validated as otherwise measurement errors could bias the results.

Hence, we suggest a thorough cross-validation using HRTFs both from acoustical measurements, and numerical simulations. This ‘two-sided’ validation approach is founded in inherent restrictions that are related to both acquisition approaches: In case of measurements, through inaccuracies in microphone, subject, and loudspeaker positioning, as well as non-ideal characteristics of electro-acoustic transducer (e.g. time variance; deviation from omni-directionality [6]) may introduce errors, whereas in case of the simulation trade-offs in the discretization of the subjects’ geometry, and assumptions about the acoustical surface impedance may give room for speculations [7].

Head-related transfer function acquisition
HRTFs for the head and torso simulator FABIAN [8] were acquired for 11950 source position and 11 azimuthal head-above-torso orientations (head rotations to the left and right) covering the typical range of motion of ±50° [9]. The resolution of source positions (2° in elevation; 2° great circle distance in azimuth, cf. Fig. 1) was chosen to allow for perceptually transparent HRTF interpolation, and aliasing-free high order spherical harmonic representation. Head-above-torso orientations were measured in distances of 10° to ensure that artifacts due to their interpolation remain below the threshold of perception [10]. In the following, we briefly describe the methods used for measuring and modeling HRTFs.

Measurements
HRTFs were measured in the fully anechoic chamber of the Acoustics Groups at Carl von Ossietzky University Oldenburg with a lower cut-off frequency of 50 Hz above which free field conditions may be assumed. The used Two Arc Source Positioning system (TASP) consisted of two semicircular arcs with a radius of 1.7 m which could be rotated about the vertical axis. Each arc was equipped with a Manger MSW bending-wave sound transducer that could automatically be moved to different elevations. Due to mechanical restriction, HRTFs could not be measured for elevations below −64°, resulting in approximately 5% of missing data (11345 HRTFs). FABIAN’s interaural center was aligned to the center of the measurement system using a cross-line laser and a laser pointer attached to FABIAN neck joint. Measure-
ments were conducted using sequential swept sines at a sampling rate of 44.1 kHz. HRTFs were obtained by spectral division of sweeps recorded at FABIAN’s blocked ear canals and sweeps recorded in the center of the measurement system in the absence of FABIAN. The measurement setup is depicted in Fig. 1, more information can be found in [11].

Numerical modeling

The numerical HRTF simulation by means of the BEM required a mesh representation of FABIAN which was obtained as follows: In a first step, a point cloud representation of FABIAN was obtained using a GOM ATOS I structured light scanner. A point spacing of approximately $\frac{1}{100}$ mm for the head and pinnae, and $\frac{1}{10}$ mm for the torso was achieved by aligning overlapping scans from multiple viewing directions. FABIAN’s neck, and torso bottom plate were excluded from the scan because of their reflecting metallic surfaces. The alignment of point clouds from different scans was done using reference points that were marked on FABIAN beforehand and surface matching as implemented in the ATOS Professional software (precision of approx. $\frac{1}{100}$ mm).

In the next step, a non-uniform rational basis spline (NURBS) representation was generated from the point cloud data using the Geomagix Studio 12 software. Subsequently, the CAD software Rhino was used (a) to design a cylindrical neck with seamlessly transitions between head and torso, (b) to close holes in the NURBS representation, (c) to extend the torso bottom to its original size, and (d) to connect the arms to the torso as these were scanned separately before (cf. Fig. 2, left).

In a last step, Virtual.Lab Acoustics 13.1 was used for meshing the NURBS data and calculation of complex HRTF spectra at frequencies between 100 Hz and 22.2 kHz with a resolution of 100 Hz. To speed up the calculation, two triangular meshes with different resolutions were generated: a coarse mesh with edge lengths of 2 mm, 10 mm, and 10 mm for pinnae, head, and torso, respectively was used for BEM calculations up to 6 kHz, and a fine mesh with edge lengths of 2 mm, 2 mm, and 5 mm was used for the FMM-BEM above 2 kHz. The overlapping region between 2 kHz and 6 kHz was used for verifying that both calculations yielded identical results. The edge lengths were chosen to fulfill the typical requirement of six elements per wavelength in the frequency range under investigation [12]. Simulations were then carried out by imposing a constant velocity boundary condition on the part of the mesh corresponding to the microphone at the ear canal entrance of FABIAN. Otherwise, the mesh was assumed to be sound-hard, i.e., with an admittance of zero. The HRTFs were calculated by dividing the result at the fieldpoints by the analytical solution of a point source with the same volume velocity placed in the center of the coordinate system. Finally, HRIRs with a sampling rate of 44.1 kHz were obtained by inverse Fourier transform after mirroring the single sided spectrum considering the symmetry properties of the discrete Fourier transform [13]. The frequency bin at 0 Hz was set to 1 (0 dB) beforehand. HRIRs for three different models were calculated: (a) A sound-hard head and torso model, (b) A head and torso model with an impedance boundary condition on the torso bottom corresponding to a porous absorber with a thickness of 30 mm, and (c) a head, torso, and legs model with legs modeled by an elliptical cylinder with the surface impedance of the porous absorber as in case (b). (cf. Fig. 2, right).

Cross-validation of measured and modeled head-related transfer functions

Samples of measured and modeled HRIRs/HRTFs for neutral head-above-torso orientation in the median plane showed a good first visual agreement (cf. Fig. 3). A more detailed analysis of spectral and temporal differences and their implications will be given in the following – restricted to HRTFs for neutral head-above-torso orientation due to page limitations.

Temporal cross-validation

Ideally, TOA should be identical in measured and modeled HRIRs. However, differences in the range of 3 samples (equalling a displacement of approx. 2.3 cm) were observed between the two conditions. As the geometrical alignment of the sound sources and FABIANs interaural center was believed to be almost perfect for the BEM simulation, we used the modeled data as a reference for correcting the TOA of the measured HRIRs. This was done separately for the left and right ear HRIRs us-
ing fractional delaying [14]. The amount of delay $\tau$ was estimated by maximizing the cross-correlation between pairs of ten times up-sampled measured and modeled HRIRs, hence $\tau = \text{arg} \max \rho_{xy}(\tau)$. For the fractional delay we used Kaiser windowed sinc filters of order 70, exhibiting negligible magnitude and group delay distortions ($<0.1$ dB; $<0.01$ samples, $\forall f < 20$ kHz). As a result the average (and minimum) cross-correlations in our data increased from 0.7 (-0.18) to 0.94 (0.56). Fig. 4 shows two HRIRs before and after TOA correction.

An analysis across source positions revealed slight TOA discontinuities in measured data – stemming from start and end points of the 360° rotation of the TASP, and from the two differently mounted measurement loudspeakers – which were also removed by the fractional delays. The TOA treatment caused changes in the broad band interaural time difference (ITD) of about ±0.5 samples ($\approx 11$ $\mu$s) in the proximity of the horizontal plane. Differences of about -1.1 to 2.9 samples ($\approx 66$ $\mu$s) occurred for lateral sources where, however, the auditory system is less sensitive to changes in the ITD [15]. Induced ITD changes were thus believed to be below the threshold of perception, and the applied fractional delays were considered to be perceptually non-critical.

Spectral cross-validation

Spectral differences between measured and modeled HRTFs were evaluated in 40 auditory filter bands between 50 Hz and 20 kHz [16]. The results for the three different FABIAN models (cf. Sec. Numerical modeling) were almost identical, and thus the non-rigid surfaces models were discarded for simplicity. Results for the rigid surface model are shown in Fig. 5 for the left ear HRIRs averaged across source positions. Results can be discussed with regard to three frequency ranges showing distinct error pattern: Deviations as seen below 200 Hz are caused by the limited frequency response of the loudspeaker. Here, the levels of measured HRIRs are systematically below their modeled counterpart. Between 200 Hz and 6 kHz the median deviation is approx. 0 dB, while 90% of the errors are smaller than ±2 dB, and the maximum error remains below ±8 dB. Above 5-6 kHz notches occur in the HRTF magnitude response, that are caused by pinnae (anti) resonances [17] and are highly sensitive to small changes of sound incidence, or microphone position [6]. Hence, the median difference between measured and modeled HRTFs increases to approx. ±3 dB. For 90% of the source positions the error remains well below ±10 dB, whereas the maximum error occasionally exceeds this range. Results for the right ear were of comparable magnitude.

High frequency differences in the HRTFs could be either induced by mechanical inaccuracies of the measurement setup, or by simplifying assumptions underlying the BEM simulation, making them difficult to correct. Observed low frequency differences, however, are clearly caused by non-ideal loudspeaker characteristics and could therefore be corrected by extrapolation: Xie [18] proposed a linear interpolation of magnitude and phase responses, Bernschütz [19] coupled a time and level aligned low pass filter to the measured HRIRs, Algazi et al. [20] fitted analytically modelled transfer functions derived from fitted spherical/elliptical head and torso models, and Gunerov et al. [21] suggested using data obtained from BEM simulations. The latter was applied in our case, too, assuming the modeled data to be valid for low frequencies. To avoid discontinuities, measured and modeled HRTF magnitude and unwrapped phase spectra were combined separately using a linear fade between 200 and 500 Hz.

Discussion and outlook

In the current study, we presented high-resolution HRTF datasets for various head-above-torso orientations which we measured acoustically, and simulated numerically using the BEM. We presented results from temporal and spectral analyses of both types of data. Thereby, we came to the conclusion that both, measured and modeled data suffered from specific shortcomings in so far that none of them alone could provide us with a general ground truth. However, from our analyses we could identify frequency ranges in which each of the data sets appeared to be more reliable than the other one, in turn using the more reliable data for a correction (cross-validation) of the other. Thus, small TOA deviations which we observed in measured data and which could be ascribed to asymmetries
of the mechanical measurement setup were corrected by aligning them to the modeled data by means of fractional delay correction. Additionally, we investigated the differences between measured and modeled HRTF magnitude spectra in 40 auditory filter bands. Below 200 Hz, measured HRTFs were found to be invalid due to the non-ideal loudspeaker frequency response, hence, missing low-frequency information was recreated using the modeled data. Above 200 Hz, magnitude spectra were found to be reasonably comparable and differences were of an order as reported, e.g., by Gumerov et al. [21]. Above 6 kHz, however, spectral differences increased presumably caused by slightly mismatched pinna notches. As in this case, causes for discrepancies could not be satisfactorily identified, we refrained from correcting either data.

For the future we plan to extrapolate the missing measured HRTFs at low elevations using an approach as suggested by Ahrens et al. [22]. Furthermore, we aim at psycho-acoustically validating the localization performance obtainable with our HRTF sets using a model suggested by Baumgartner et al. [23].
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